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We are in the midst of a revolution in the life sciences.  Our understanding of the basic 
mechanisms of life, and of disease, is expanding at an unprecedented pace.  At the same time, the 
technologies that allow us to both increase our knowledge and apply it are becoming faster, 
cheaper, and more powerful at a dizzying rate.   We can talk about the cost or time required to 
sequence a human genome, the cost per base pair to synthesize DNA, or the growing body of 
data about what gene sequences actually code for, or any of a number of other criteria, and the 
answer is the same:  we can do more, faster, and more cheaply than ever before – and that trend 
is likely to continue. 

 That’s overwhelmingly a good thing, but it also poses some risks – in particular, the risk that 
these advances could be misused for harmful purposes.  That’s not fanciful speculation:  we 
know that there has been interest – by governments, by terrorists, and by individuals – in 
misusing the life sciences.  We also know that, historically, technological advances tend to be 
used for harmful as well as beneficial purposes:  it was true of nitrocellulose compounds, true of 
chemistry more generally, true of nuclear technology, and it’s true of the life sciences. 

The life sciences today pose special challenges in at least two ways: 

First, beneficial and potentially dangerous applications are often particularly closely intertwined:  
to use a recent example, understanding how a potentially deadly virus could evolve to infect 
humans could be an important step in protecting human health – but could also create a roadmap 
for creating an epidemic we’re seeking to guard against. 

Second, certain types of misuse could have very severe consequences.  A small group with fairly 
limited resources could, potentially, inflict catastrophic loss of life or economic damage. 

The first challenge is part of what makes this a hard problem.  The second challenge is what 
makes it an important one. 

How do we minimize the risks?    What tradeoffs are we willing to accept to do so?  How should 
we go about it?  I don’t have all the answers to those questions, but I do want to offer a few 
observations that I think are relevant: 

1)      Dual-use Research (or Technology) of Concern is in the eye of the beholder: 

a.       Science is generally incremental – which straw is the last one? 

b.      Neither the risks NOR the benefits of specific technologies or experiments are purely 
hypothetical, but both entail a number of assumptions and speculation.  And “how much 
risk is acceptable” is emphatically NOT a technical question.  So don’t make the mistake 
of thinking that there’s an analytically pure way to evaluate these questions, or that 
anyone possessed of the same facts will reach the same conclusion you do. 

2)      To address the risks posed by DURC, we need to accept that there will be TRADEOFFS: 



a.       Naïve to assume we can do anything meaningful to reduce risk without some 
deleterious effects. 

b.      The questions, therefore, are a) the magnitude of those effects; b) compared to what 
benefits? (i.e., how effective is the solution?) and of course, c) Who gets to decide? 

3)      Must also accept that solutions are necessarily imperfect: 

a.       Walls or other mechanisms to prevent access to information or material are 
LEAKY.  You can slow the spread of information but it’s almost impossible, especially 
today, to stop it completely. 

b.      The spread of life science expertise means that there is no single entity that can 
oversee everything.  So we’re talking about a DISTRIBUTED approach to risk 
management.  That means inconsistencies in application, and a resultant pressure toward 
least common denominator approaches. 

4)  Government leadership is necessary but insufficient: 

a.       As major funders of life science research, and as regulators, governments have 
responsibilities for the safety and security of work that they fund or that takes place on 
their territory. 

b.      But life science research and development are far too widely distributed and fast 
paced for a purely top-down, regulatory model to do the trick. 

5)      The risks here are global in nature – they can originate almost anywhere, and the 
consequences can potentially be felt everywhere.  So we need global solutions. 

a.       Not necessarily one size fits all  (it won’t) 

b.      Not an international body of some sort – for a variety of practical reasons, this is 
unlikely to work in my view 

c.       But  a purely domestic approach is an approach that implicitly means our goal is to 
ensure that whatever goes wrong isn’t our fault.  It’s just not good enough. 

6)    In practical terms, the scientific community may be best placed to devise the best solutions – 
those with the lowest impact and the greatest effectiveness.  But only if they agree there’s a 
problem.  We need, not just once, but on an ongoing basis, open dialogue between the security 
community, the science communities, and the public health community. 

7)      Remember that any group of human beings is an ADAPTIVE system.  So whether you 
pursue regulations, education, a mix of the two, or some other approach, you need to think about 
what the people affected are interested in, and what they’re trying to do.  Then think about how 
the system you’re imposing gets in the way.  That’s the key to understanding how the rules will 
REALLY be applied, and what effects they will have. 

8)      The general outlines of an approach may seem not too hard to envision:  everyone, from the 
funders to the researchers, needs to stop and think occasionally about what they’re doing, and 
whether and how it can be misused, and what (if anything) can be done about that.  The general 
idea is pretty straightforward.  The problem is that the details are anything but. 



  


